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[bookmark: _Toc41925108]Overview

This guide includes important hardware/software requirements, installation & upgrade procedures, and troubleshooting tips for using SSD7101A-1, SSD7120, SSD7204,
SSD7104, SSD7180, SSD7184 and SSD7140 NVMe RAID controllers and SSD6540/6540M RAID enclosures with a Linux operating system.

Prerequisites
This section describes the base hardware and software requirements for SSD7000 series NVMe RAID controllers & enclosures.

Driver Installation
This section covers driver installation, driver upgrade and driver uninstallation procedures for SSD7000 series NVMe RAID controllers & enclosures in a Linux environment.

Management Software Installation
This section explains how to download and install the HighPoint RAID Management Software Suite for Linux distributions. The download includes both the Web RAID Management Interface (WebGUI), and the CLI (Command Line Interface).

Troubleshooting
Please consult this section if you encounter any difficulties installing or using SSD7000 series NVMe RAID controllers or enclosures. It includes descriptions and solutions for commonly reported technical issues.

Appendix
This section describes how to collect trouble shooting information for support cases you have submitted via our Online Support Portal.


[bookmark: _1._First_time][bookmark: _Toc41495308][bookmark: _Toc41925109]Prerequisites for a Data-RAID Configuration
The HighPoint SSD7101A-1, SSD7120, SSD7104, SSD7204, SSD6540M, SSD6540,
SSD7180, SSD7184, & SSD7140 were designed to support data-only NVMe storage configurations. In order to configure a non-bootable NVMe RAID array, you will need the following:
1. An NVMe SSD must be installed. You must have at least one NVMe SSD installed into the SSD7000 series RAID controller or enclosure. 
2. A PCIe 3.0 slot with x8 or x16 lanes. SSD7200 series RAID controllers (such as the SSD7204) can be used with PCIe 3.0 slots that have either x8 or x16 lanes. All other SSD7000 series NVMe solutions require x16 lanes for maximum performance.
3. Make sure any non-HighPoint drivers are uninstalled for any SSD’s hosted by the SSD7000 series RAID controllers. 3rd party software and manufacturer provided drivers may prevent the SSD7000 controller or enclosure from functioning properly.

Warnings: 
1) Failing to remove the controller and SSD’s when uninstalling the driver may result in data loss. 
2) Always make sure the SSD7000 driver is installed before moving a SSD7000 series NVMe RAID controller & RAID array to another Linux system.

Linux distributions will always load the default NVMe support after the SSD7000 driver has been uninstalled, or if it detects the present of a card when no driver has been loaded – this driver will only recognize the NVMe SSD’s as separate disks.

If the SSD’s are recognized separately, any data they contain may be lost – this includes RAID configuration data.



[bookmark: _Toc41925110]Driver Installation
[bookmark: _Toc41495311][bookmark: _Toc41925111]Installing the Driver
1. Power on the system and boot the Linux distribution. 
2. [bookmark: _Hlk39912108]Open a system terminal with root privileges, and verify that the SSD7000 series controller or enclosure is detected by using the following command:
lspci
Example screenshot (SSD7101A/7104/7120/6540/6540M):
[image: ]
SSD7204：
[image: ]



SSD7184/7180:
[image: ]
	SSD7140:
[image: ]
Additionally, you can verify that the NVMe SSD’s are detected by using the following command:
fdisk -l
Example screenshot (SSD7101A-1):[image: ]
3. Download the appropriate driver from Software Downloads web page：
SSD7101A-1: 

https://highpoint-tech.com/USA_new/series-ssd7101a-1-download.htm
SSD7104:
https://highpoint-tech.com/USA_new/series-ssd7104-download.htm
SSD7204:
https://highpoint-tech.com/USA_new/series-ssd7204-download.htm
SSD7120: 
https://highpoint-tech.com/USA_new/series-ssd7120-download.htm
SSD6540:
https://highpoint-tech.com/USA_new/series-ssd6540-download.htm
SSD6540M:
https://highpoint-tech.com/USA_new/series-ssd6540m-download.htm
SSD7180:
https://highpoint-tech.com/USA_new/series-hpc-download.htm
SSD7184:
https://highpoint-tech.com/USA_new/series-hpc-download.htm
SSD7140:
https://highpoint-tech.com/USA_new/series-ssd7140-download.htm

4. Using the system terminal with root privileges, browse to the directory where the driver download, and enter the following commands to extract the Linux Open Source Driver software package:
SSD7101A/7104/7204/7120/6540/6540M/7140：
tar zxvf  RocketNVMe_Linux_Src_vx.x.xx_xx_xx_xx.tar.gz
[image: ]
SSD7180/7184：
tar zxvf HighPoint_NVMe_G5_Linux_Src_vx.x.xx_xxxx_xx_xx.tar.gz
[image: ]
5. Install the Open Source Driver using the following command:
SSD7101A/7104/7204/7120/6540/6540M/7140：
sh rsnvme_linux_src_vx.x.xx_xx_xx_xx.bin
[image: ]

SSD7180/7184:
sh hptnvme_g5_linux_src_vx.x.xx_xxxx_xx_xx.bin
[image: ]
6. [bookmark: _Hlk39922287][bookmark: _Hlk39922417]After the driver installation is complete, the system will prompt you to restart to make the driver take effect. Manually restart the system.
7. After the distribution as rebooted, open the system terminal with root privileges and check the driver status using the following command:
[bookmark: _Hlk46932909]SSD7101A/7104/7204/7120/6540/6540M/7140：
dmesg | grep rsnvme
The following screenshot shows driver version v1.2.20.
[image: ]
SSD7180/SSD7184:
dmesg | grep hptnvme
The following screenshot shows driver version v1.2.13.
[image: ]
Additionally, you can check the NVMe driver using the following command:
fdisk -l
[image: ]

[bookmark: _Toc41495312][bookmark: _Toc41925112]Updating the Driver
1. Prerequisites
a. Ensure that the SSD7000 series controller or enclosure is attached to the motherboard.
b. Open the system terminal with root privileges to check the current driver version by using the following command:
SSD7101A/7104/7204/7120/6540/6540M/7140：
dmesg | grep rsnvme
The following screenshot shows driver version v1.2.18.
[image: ]
SSD7180/SSD7184:
dmesg | grep hptnvme
The following screenshot shows driver version v1.2.13.
   [image: ]

c. Download the latest driver from the Software Downloads webpage:
SSD7101A-1: 

https://highpoint-tech.com/USA_new/series-ssd7101a-1-download.htm
SSD7104:
https://highpoint-tech.com/USA_new/series-ssd7104-download.htm
SSD7204:
https://highpoint-tech.com/USA_new/series-ssd7204-download.htm
SSD7120: 
https://highpoint-tech.com/USA_new/series-ssd7120-download.htm
SSD6540:
https://highpoint-tech.com/USA_new/series-ssd6540-download.htm
SSD6540M:
https://highpoint-tech.com/USA_new/series-ssd6540m-download.htm
SSD7180:
https://highpoint-tech.com/USA_new/series-hpc-download.htm
SSD7184:
https://highpoint-tech.com/USA_new/series-hpc-download.htm
SSD7140:
https://highpoint-tech.com/USA_new/series-ssd7140-download.htm 

d. Open the directory where the latest driver version is located and open the system terminal with root privileges. Extract the Linux Open Source Driver software package.
[bookmark: _Hlk46933762]SSD7101A/7104/7204/7120/6540/6540M/7140：
tar zxvf RocketNVMe_ Linux_Src_vx.x.xx_xx_xx_xx.tar.gz
[image: ]
SSD7180/7184:
tar zxvf HighPoint_NVMe_G5_Linux_Src_vx.x.xx_xxxx_xx_xx.tar.gz
[image: ]

e. Make sure the system has an active internet connection. To install the latest Open Source Driver, open the system terminal with root privileges and enter the following command:
SSD7101A/7104/7204/7120/6540/6540M/7140：
sh rsnvme_linux_src_vx.x.xx_xx_xx_xx.bin
[image: ]

SSD7180/7184:
[image: ]

f. After the driver installation is complete, the system will prompt you to restart to allow the new driver to take effect. Manually restart the system
g. Once the distribution has rebooted, open the system terminal with root privileges and check the current driver version using the following command
SSD7101A/7104/7204/7120/6540/6540M/7140：
dmesg | grep rsnvme.
The screenshot below shows driver v1.2.20 is installed:
[image: ]

SSD7180/7184:
The screenshot below shows driver v1.2.17 is installed:
[image: ]

h. Open the WebGUI to make sure it can connect to the controller and recognize the NVMe SSD’s/RAID array.
i. As shown below, the new driver has been successfully installed and loaded at bootup – the WebGUI can connect to the controller and recognize the SSD’s and RAID array:
[image: ]











[bookmark: _Toc41495313][bookmark: _Toc41925113]Uninstalling the Driver
1. Prerequisites
a. Power off the system and remove the SSD7000 device from the motherboard. 
Note: failing to remove the controller and SSD’s when uninstalling the driver may result in data loss. The Linux distribution will load the default NVMe support after the SSD7000 driver has been uninstalled – this driver will only recognize the NVMe SSD’s as separate disks.
2. To uninstall the driver:
a. Open the system terminal with root privileges. Enter the following commands to uninstall the driver:
SSD7101A-1/7104/7204/7120/6540/6540M/7140：
hptuninrsnvme

SSD7180/7184:
hptuninhptnvme

b. Press ’Y’ to confirm.
SSD7101A-1/7104/7204/7120/6540/6540M/7140：
[image: ]
SSD7180/7184:
[image: ]
c. After uninstalling the driver, manually reboot the system.
d. After the distribution has rebooted, open the system terminal with root privileges. And enter the following command to check the driver status:
SSD7101A-1/7104/7204/7120/6540/6540M/7140：
lsmod | grep rsnvme 
[image: ]


SSD7180/7184:
lsmod | grep hptnvme
[image: ]
e. If the system does not display information about “rsnvme or hptnvme”, the driver has been successfully uninstalled.














[bookmark: _Toc41495314][bookmark: _Toc41925114]HighPoint RAID Management (WebGUI) Installation / Driver Installation Verification 
The HighPoint RAID Management software is used to configure and monitor SSD’s and arrays hosted by the SSD7000 series RAID controller or enclosure. 
Download the RAID Management software package from the HighPoint website:
SSD7101A-1: 

https://highpoint-tech.com/USA_new/series-ssd7101a-1-download.htm
SSD7104:
https://highpoint-tech.com/USA_new/series-ssd7104-download.htm
SSD7204:
https://highpoint-tech.com/USA_new/series-ssd7204-download.htm
SSD7120: 
https://highpoint-tech.com/USA_new/series-ssd7120-download.htm
SSD6540:
https://highpoint-tech.com/USA_new/series-ssd6540-download.htm
SSD6540M:
https://highpoint-tech.com/USA_new/series-ssd6540m-download.htm
SSD7180:
https://highpoint-tech.com/USA_new/series-hpc-download.htm
SSD7184:
https://highpoint-tech.com/USA_new/series-hpc-download.htm
SSD7140:
https://highpoint-tech.com/USA_new/series-ssd7140-download.htm 

1. Using the system terminal with root privileges, browse to the directory where the driver download, and enter the following commands to extract the management software package:
tar zxvf RAID_Manage_Linux_vx.x.xx_xx_xx_xx.tgz 
[image: ]
2. Install the HighPoint RAID management software (WebGUI & CLI) using the following command:
./RAID_Manage_Linux_v2.x.x_x_x_x.bin
[image: ]
3. After the software is installed, open the WebGUI to make sure it can connect to the SSD7000 series RAID controller or enclosure.

4. You can also check the controller using the CLI (command line interface).Using the system terminal, enter the following command:
hptraidconf
For more information about the CLI, please download the guide: Link.
[image: ]
5. If the WebGUI/CLI can connect to the controller and recognized the NVMe SSD’s, the driver has been installed and is functioning normally:
[image: ]



[bookmark: _2._Driver_Update][bookmark: _Toc41495315][bookmark: _Toc41925115][bookmark: appendix]Troubleshooting
[bookmark: _Toc41495316][bookmark: _Toc41925116][bookmark: _Hlk39923283]WebGUI
1. [bookmark: _Toc41495317][bookmark: _Toc41925117]The WebGUI fails to install
[bookmark: _Hlk39924560]If you use a Ubuntu system, the system may prompt you about the lack of a readline5 package when installing the WebGUI – this will interrupt the installation process.
[image: ]
Solution:
a. [bookmark: _Hlk40795919]With root permissions enabled, you can use the following command to load readline5 at using a terminal, and will be allowed to install the WebGUI:
apt-get install libreadline5
b. Once complete, restart the WebGUI installation procedure.

2. [bookmark: _Toc41495318][bookmark: _Toc41925118]The WebGUI cannot connect to the controller
If you are unable to access the SSD7000 series RAID controller or enclosure using the WebGUI:
[image: ]
a. [bookmark: _Hlk39915244]WebGUI service did not start successfully.
Solution：
Start the WebGUI by opening the system terminal with root privileges and entering the following command:
hptsvr
b. The driver cannot be compiled.
[image: ]
Solution：
1. Make sure at least one NVMe SSD’s has been installed into the SSD7000 series RAID controller or enclosure.
2. Make sure motherboard can recognize the SSD7000 device and display NVMe information during the BIOS post.
3. If you use a CentOS system, open the system terminal with root privileges and entering the following command to install “elfutils-libelf-deve”l:
[bookmark: _Hlk39924963]yum install elfutils-libelf-devel
Once complete, install the SSD7000 driver once more.
4. If you use an Ubuntu/Debian system, open the system terminal with root privileges and entering the following command to install “libelf-dev”:
#yum install libelf-dev
Once complete, install the SSD7000 driver once more.

3. [bookmark: _Toc41495319][bookmark: _Toc41925119]Fail to compile gcc, make and other driver files.
When installing the driver, due to various factors, driver files such as gcc and make cannot be compiled, thus interrupting the driver installation process:
[image: ]
This problem can be caused by：
a. The system is not connected to a network (internet connection)
Solution：
a. Double check the system’s internet connection
b. Once confirmed, reinstall the driver.
b. System process is occupied/busy
Solution：
Open the system terminal with root privileges and enter the following command:
apt-get update
This will prompt the system to release the process and update the download source. Install the driver again after the system process has been released.
4. [bookmark: _Toc41495320][bookmark: _Toc41925120]If you experience any other WebGUI or CLI related problems, please submit a support ticket using our Online Support Portal, include a description of the problem in as much detail as possible, and upload the following:
Collect the following Log files: pci.log, drivermod.log, hptdrv.log, kernel.log 
[bookmark: _Hlk52371997][bookmark: _GoBack]Please click the following link for more information about locating and collecting these logs. More information is also available in the Appendix section, starting on page 20.
[bookmark: _Toc41495321][bookmark: _Toc41925121]Controller and Drive Detection Issues
If the system is unable to detect the controller or SSD’s, make sure to remove any NVMe device from the system that is not related to the SSD7000 series RAID controller or enclosure during the troubleshooting process. The presence of other NVMe devices may interfere with the detection of the SSD7000 device.

If you experience any other controller related problems, please submit a support ticket using our Online Support Portal, include a description of the problem in as much detail as possible.
Please check the Appendix, starting on page 20 – providing system logs, screenshots and other information about your system will enable our Support Department resolve your support issue as quickly and efficiently as possible.



[bookmark: _Toc41495322][bookmark: _Toc41925122][bookmark: _Appendix]Appendix
When submitting s support ticket via our Online Support Portal, the following information will help out Support Department diagnose and resolve your issue as quickly and efficiently as possible.

A. How to collect WebGUI information
Please take screenshots of each Tab (such as Physical, Logical, Event, etc.) and upload these to your support case. In addition, check the Event log tab and save a copy of the current log – please upload this to the support case.

B. [bookmark: _Hlk39932470]How to collect Log Files:
1. Provide a screenshot of the installed driver:
[image: ]
2. Open system terminal and enter the following command:
lspci >pci.log
The screenshot below shows that hardware has been identified:[image: ]


3. Using the system terminal, enter the following command to access the drivermod.log:
lsmod >drivermod.log
The screenshot below shows that the driver has been installed.[image: ]
4. Using the system terminal, enter the following command to view the driver log:
vi /var/log/hptdrv.log
5. To view the kernel log, open the system terminal and enter the following command:
dmesg >kernel.log.
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= sectors of 1 * 512 = 51 bytes

r size (logical/physical):|512 bytes / 512 bytes

ize (ninimun/optimal): s512bytes / 512 bytes

/dev/hptblockens: 512.1 GB| 512116190592 bytes, 1006215216 sectors
= sectors of 1 * 512 = 51 bytes
I size (logical/physical):s12 bytes / 512 bytes

1 bytes / 512 bytes

Disk /dev/mapper/centos-home: 192.9 GB, 192904429568 bytes, 376766464 sectors
Units = sectors of 1 * 512 = 512 bytes

Sector size (logical/physical): 512 bytes / 512 bytes

1/0 size (minimum/optimal): 512 bytes / 512 bytes
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[root@localhost test]# dmesg | grep rsnvme
[ 5.706371] rsnvme: loading out-of-tree module taints kernel.
[ 5.706374] rsnvme

module license 'Proprietary’ taints kernel

issing - tainting kernel
8 block najor Tc

5707385 rsnvne
s Tpstrean port

Napped Va 1171af360167c000 <ize 696 57471605

erify success(0).

.626582] rsnvme:RegValue 60400ca sub bri_dev 10 (bus_num+1) 2

.626590] rsnvme: [5 1 vdid a8e8144d

.626594] rsnvme:PLX[0].nvme_addr[0] bus 5,device ® func ©

626595] rsnvme:PLX[0] bridge addr(0] bus 2,device 10 func @

.707520] rsnume:|
.626578] rsnune:
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[root@DESKTOP-VTDAKOJ Documents]# tar zxvf HighPoint NVMe_G5_Linux_Src_vl.2.17_2020_07_17. tar. gz
ptnvme_gb_linux_src_vl. 2. 17_2020_07_17.bin
'ADME
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[root@ESKTOP-VIDAKOJ Documents]# sh hptnvme_g5_linux_src_vl. 2. 17_2020_07_17. bin
erifying archive integrity... All good.
ncompressing HighPoint NVMe RAID Controller Linux Open Source package installer............................c..coooone..
Checking and installing required toolchain and utility ...
Eound program make (/usr/bin/make)
ound program gee (/usr/bin/gec)
ound program perl (/usr/bin/perl)
ound program wget (/usr/bin/wget)
1d crashkernel=auto rd.lvm. lv=centos/root rd.lvm. lv=centos/swap rhgb quiet
ew crashkernel=auto
rd. lvm. 1v=centos/root
rd. lvm. 1v=centos/swap
rhgb
uiet intel iommu=off amd_iommu=off pcie_aspm=off
nerating grub configuration file ...
ound linux image: /boot/vmlinuz-3.10.0-1127.el7. x86_64
ound initrd image: /boot/initramfs—3.10.0-1127.el7.x86_64. img
ound linux image: /boot/vmlinuz-0-rescue—4fdecac0939740ba8af13bc7cc7£d977
ound initrd image: /boot/initramfs—0-rescue—4fdecac0939740ba8af13bc7cc7d977. img
done
Created symlink from /etc/systemd/system/default. target.wants/hptdrv-monitor. service to /usr/lib/systemd/system/hptdrv-m
nitor. service.

Please run hptuninhptnvme to uninstall the driver files.

Please restart the system for the driver to take effect.




image16.png
root@debian: /home# dmesg |grep rsnvme

310093501 ranvme: Loading out of-tree module taints kernel
310603511 ramvie: modute License “Proprietary Laints kernel

5.001175] rsmmestgped va ENNSISNIHICATS cize S50 STADLIG

red ey missing

tatnting kernel
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[root@DESKTOP-VIDAKOJ Documents]# dmesg | grep hptnvme
529.274743] hptnvme: loading out-of—tree module taints kernel.
aints kernel

hptnvme nghPomt NVMe RAID controller driver (G5) v: 17 block major fc

L — tainting kernel
530. 345422]

[
[
[
[
[
[ 530.347574]
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Controller(1): HighPoint v

Physical

Logical  Setting

FHighPoint

Technotogies, In.

Event  SHI  Help

HBA Properties Storage Properties.

Host Adapter model: HighPoint NVMe RAID Controller

Enclosure count: 1

Physical Drive: 4
Legacy Disk: s
RAID Count: o

Total Capacity: 1000 68
Configured Capacity: 1000 GB

Free Capacity: oce

HighPort RAID Management 23,14
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[root@localhost test]# hptuninrsnvme

Are you sure to uninstall the driver rsnvme from system? (Y/n): y

Removed symlink /etc/systemd/systen/default. target.wants/hptdry-nonitor.service.
Removed symlink /etc/systemd/systen/sysinit.target.wants/systend-hptdrv.service.
AUl files installed have been deleted from the system.
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[root@DESKTOP-VTDAKO] Documents]# hptuninhptnvme

Are you sure to uninstall the driver hptnvme from system? (Y/n): y

Removed symlink /etc/systemd/system/default. target. wants/hptdrv-monitor. service.
Removed symlink /etc/systemd/system/sysinit. target. wants/systemd-hptdrv. service.
All files installed have been deleted from the system.

[root@DESKTOP-VIDAKOJ Documents]#
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Before uninstalling :
[root@localhost test]# lsmod | grep rsnvme
rsnvme 234860 ©

After uninstalling:
[root@localhost test]# lsmod | grep rsnvme
[root@localhost test]# []
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Before uninstalling:

fter uninstalling:
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[root@localhost Downloads]# tar zxvf RAID Manage Linux v2.3.14.1 17 07 26.tgz

HPT_CLI Guide.pdf

README . txt
RAID Manage Linux v2.3.14 17 07 26.bin
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[rootelocalhost Dounloads]# ./RAID Manage _Linux_v2.3.14_17_67_26.bin

Install .
Package readline6/hptsvr-https-2.3.14-17.0718.x86_64.rpm will be installed!

Starting hptdoenon (via systenctl): [ ook ]
Clean .
Finish
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[root@localhost test]# hptraidconf

HPT CLI>query devices

10 Capacity ~ Maxfree  Flag  Status  ModelNumber

SINGLE LEGACY  Samsung SSD 956 EVO 25068
SINGLE LEGACY  Samsung SSD 950 EVO 250G
SINGLE LEGACY  Samsung SSD 960 EVO 250GB
SINGLE LEGACY  Samsung SSD 960 EVO 250GB

1/E1/1 250.06
1/E1/2 256.06
1/E1/3 250.06
1/E1/4 250.06

ot i)
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root@test-PRIME-Z390-A:/home/test/Downloads# sh RAID_Manage_Linux_v2.3.14_17_67_26.bin

Install ......

Package readline lib not found! will be installed!
Install param error!

Clean ......

Finish ..
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% Welcome to Cent0S

€)>C @

X | & Problemloadingpage X | +

@ 127.0017402 o

Unable to connect

Firefox can't establish a connection to the server at 127.0.0.1:7402.

« The site could be temporarly unavaiable or too busy. Try again in a
few moments.

« I you are unable to load any pages, check your computer’s network
. connection.

« If your computer or network i protected by a firewall or proxy, make
sure that Firefox is permitted to access the Web.

n o ¢
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[root@localhost test]# hptsvr
proc file invalid, dwcontrollerId=e
priver is not loaded
[root@localhost test]# [
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root@test:/hone/test# ./rsnume_linux_src_v1.2.18.1_2026_03_18.bin
Uerifying archive integrity... All good.

Unconpressing RocketNUtle RAID Controller Linux Open Source package installer.....
Checking and installing required toolchain and utility ...

Installing progran make ... (failed)

Installing progran gcc ... (failed)

Found progran perl (susr/bin/perl)

Found program wget (/usr/bin/uget)
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[root@localhost Downloads]# ./hptnvme g5 linux src v1.2.14 20 04 16.bin
verifying archive integrity... ALl good.

Uncompressing HighPoint NVMe RATD Controller Linux Open Source package installer..
Checking and installing required toolchain and utility ...

Found progran make (/usr/bin/make)

Found progran gcc (/usr/bin/gec)

Found progran perl (/usr/bin/perl)

Found progran wget (/usr/bin/wget)

old crashkernel=auto rd.lvn.lv=centos/root rd.lvn.

entos/swap rhgb quiet intel fommu=off and_iommu=off

quiet intel iomm B
Generating grub configuration file .

Found Uinux inage: /boot/valinuz-3.10.6-1062.18.1.e17.x86_64

Found initrd image: /boot/initranfs-3.10.0-1862.18.1.e17.x86 64.ing

Found Linux inage: /boot/valinuz-3.10.6-1062.e17.x86_64

Found initrd image: /boot/initranfs-3.10.0-1062.el7.x86 64.ing

Found Linux image: /boot/vmlinuz-0-rescue-cd8401dc0d1649das932eaca ss4ss70

Found initrd image: /boot/initranfs-o-rescue-cdo401dcod1649dag93zeacsfs546670. ing
done

Please run hptuninhptovie to uninstall the driver files.

Please restart the systes for the driver to take effect
{rostalocathost Downtoads1# []




image31.png
kit 223917 cTgB0z11,bluetooth

nvne 32382 ©
nme_core 63547 1 nvne

pinctrl_cannonlake 31687 ©

pinctri_intel 23466 1 pinctrl_cannonlake

wni. 21636 2 mxn_wmi, intel_wmi_thunderbolt

T5_tables TrTable_security, iptable_filter,iptable mangle, iptable nat,iptable_raw
xfs 997681 3

libereszc 12644 3 xfs,nf nat,nf_conntrack

sd_nod 46281 3

cre_tiedif 12912 1 sd_mod

crct1odif_generic 12647 ©

1915 1859232 11

i2c_algo bit 13413 11915

10T nbi 15582 2 1915, intel rapl

drm_kns_helper 186531 1 1915

syscopyarea 12529 1 drm_kns_helper

sysfillrect 12761 1 drm_kns_helper

sysingblt 12640 1 drm_kns_helper

ahei 34056 2




image1.png
[root@localhost test]# Uspci
00:00.0 Host bridge: Intel Corporation 8th Gen Core Processor Host Bridge/ORAM Registers (rev 6a)

PCI bridge: Intel Corporation Xeon E3-1200 v5/E3-1500 v5/6th Gen Core Processor PCIe Controller (x16) (rev 0a)
VGA compatible controller: Intel Corporation UHD Graphics 630 (Desktop 9 Series)

signal processing controller: Intel Corporation Cannon Lake PCH Thermal Controller (rev 10)

UsB controller: Intel Corporation Cannon Lake PCH USB 3.1 xHCI Host Controller (rev 10)

RAM memory: Intel Corporation Cannon Lake PCH Shared SRAM (rev 10)

Network controller: Intel Corporation Wireless-AC 9560 [Jefferson Peak] (rev 10)

Comunication controller: Intel Corporation Cannon Lake PCH HECI Controller (rev 10)

SATA controller: Intel Corporation Cannon Lake PCH SATA AHCI Controller (rev 10)

PCI bridge: Intel Corporation Cannon Lake PCH PCI Express Root Port #17 (rev fo)

PCI bridge: Intel Corporation Cannon Lake PCH PCI Express Root Port #1 (rev f0)

PCI bridge: Intel Corporation Cannon Lake PCH PCI Express Root Port #5 (rev f0)

PCI bridge: Intel Corporation Cannon Lake PCH PCI Express Root Port #7 (rev fo)

PCI bridge: Intel Corporation Cannon Lake PCH PCI Express Root Port #3 (rev fo)

ISA bridge: Intel Corporation 7390 Chipset LPC/eSPI Controller (rev 10)

Audio device: Intel Corporation Cannon Lake PCH cAVS (rev 10)

SMBus: Intel Corporation Cannon Lake PCH SMBus Controller (rev 10)

seriol bus controller [ocgo]: Intel Corporation Cannon Lake PCH SPI Controller (rev 10)

be's'e'o'o«'eb'e's'o'm'o'o.m}.w'e'm'mk'obbeiui«'o'o'o'eo

PCL bridger PLX TeCmoL00y  Thc. PEX 8747 45-Lanc, 5-Fort PCI Express Gen 3 (8.0 GT/) Sviteh
PCI bridge: PLX Technology, Inc. PEX 8747 48-Lane, 5-Port PCI Express Gen 3 (8.0 GT/S) Switch
PCI bridge: PLX Technology, Inc. PEX 8747 48-Lane, 5-Port PCI Express Gen 3 (8.0 GT/S) Switch
PCI bridge: PLX Technology, Inc. PEX 5747 48-Lane, 5-Port PCI Express Gen 3 (8.0 GT/s) Switch
PCT bridge: PLX Technology, Inc. PEX 8747 48-Lane, 5-Port PCI Express Gen 3 (8.0 GT/s) Switch
Non-Volatile menory controller: Samsung Electronics Co Ltd NVMe SSD Controller SM981/PHMIB1
Non-Volatile memory controller: Samsung Electronics Co Ltd NVMe SSD Controller SM981/PH9B1
Non-Volatile memory Samsung Electronics Co Ltd NVHe SSD Controller SOB1/PHOBL

Ethernet Controller: Aquantia Corp. AQCIO7 NBase-T/TEEE §03.3bz Ethernet Controller [AQtion] (rev 027
PCI bridge: ASMedia Technology Inc. ASM1l84e PCle Switch Port
PCI bridge: ASMedia Technology Inc. ASM1ls4e PCle Switch Port
PCI bridge: AsMedia Technology Inc. ASM1lsde PCTe Switch Port
PCI bridge: AsMedia Technology Inc. ASW1lg4e PCTe Switch Port
PCI bridge: ASMedia Technology Inc. ASM1184e PCIe Switch Port
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Non-Volatile memory controller: Samsung Electronics Co Ltd NVMe SSD Controller SM961/PMI61

Non-Volatile memory controller: Samsung Electronics Co Ltd NVMe SSD Controller SM961/PMI61

Non-Volatile memory controller: Samsung Electronics Co Ltd NVMe SSD Controller SM961/PMI61
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Systen peripheral: Tniel Corporation ky Lake £ VT d (rev 04)

System peripheral: Intel Corporation Sky Lake-E RAS Configuration Registers (rev 04)

PIC: Intel Corporation Sky Lake-E TOXAPIC Configuration Registers (rev 04)

System peripheral: Intel Corporation Sky Lake-E Integrated Memory Controller (rev 64)

system peripheral: Intel Corporation Sky Lake-E Integrated Memory Controller (rev 04)

system peripheral: Intel Corporation Sky Lake-E Integrated Memory Controller (rev 04)

system peripheral: Intel Corporation Sky Lake-E Integrated Memory Controller (rev 04)

system peripheral: Intel Corporation Sky Lake-E Integrated Memory Controller (rev 04)

system peripheral: Intel Corporation Sky Lake-E Integrated Memory Controller (rev 64)

system peripheral: Intel Corporation Sky Lake-E Integrated Memory Controller (rev 64)

System peripheral: Intel Corporation Sky Lake-E LM Channel 1 (rev 04)

system peripheral: Intel Corporation Sky Lake-E LHS Channel 1 (rev 04)

system peripheral: Intel Corporation Sky Lake-E LWOP Channel 1 (rev 64)

system peripheral: Intel Corporation Sky Lake-E DECS Channel 2 (rev 64)

system peripheral: Intel Corporation Sky Lake-E LH Channel 2 (rev 04)

system peripheral: Intel Corporation Sky Lake-E LHS Channel 2 (rev 04)

system peripheral: Intel Corporation Sky Lake-E LHDP Channel 2 (rev 64)

system peripheral: Intel Corporation Sky Lake-E Integrated Memory Controller (rev 64)

System peripheral: Intel Corporation Sky Lake-E Integrated Memory Controller (rev 04)

Systen peripheral: Intel Corporation Sky Lake-E Integrated Memory Controller (rev 64)

system peripheral: Intel Corporation Sky Lake-E Integrated Memory Controller (rev 04)

system peripheral: Intel Corporation Sky Lake-E Integrated Memory Controller (rev 04)

system peripheral: Intel Corporation Sky Lake-E LH Channel 1 (rev 04)

system peripheral: Intel Corporation Sky Lake-E LHS Channel 1 (rev 04)

system peripheral: Intel Corporation Sky Lake-E LHOP Channel 1 (rev 64)

system peripheral: Intel Corporation Sky Lake-E DECS Channel 2 (rev 64)

System peripheral: Intel Corporation Sky Lake-E LH Channel 2 (rev 04)

System peripheral: Intel Corporation Sky Lake-E LHS Channel 2 (rev 04)
ion Sk LHDP_Channel 2

VGA compatible controller: NVIDIA Corporation GK208B [GeForce GT 710] (rev al)
Audio device: NVIDIA Corporation GK208 HOMI/DP Audio Controller (rev al)
System peripheral: Intel Corporation Sky Lake-E VT-d (rev 84)





